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ABSTRACT

Customer churn, refers to the rate at which customers are lost by a business. In the telecommunications industry, austomer ct
is a critical metric used to anticipate the customers who may switch from one telecom service provider to another. icham pred

in the telecom industry is about using data & predictive analytics to foresee which customers might leave, allowing dompanies
implement strategies to keep them engaged and maintain revenue, while also avoiding the costly process of acquiring n
customers. This article is expected to provide valuable insights for researchers and data analysts within the telecomamunicatic
sector. It aims to assist them in making informed decisions regarding the selection of optimal and suitable methodaleljies, as
as in the development of advanced and innovative churn prediction models in the future.

Keywords: Churn, Telecom Industry, Predictive analysis, newlopportunities f_or advancing churn prediction' models,
Methodology, Telecommunication, Customer churn prediction, Data ©ffering the potential for further enhancements in model

Analysis, Research, Churn prediction models. accuracy and the precis@entification of churmprone
customers [11] Consequently, these developments have the
1 INTRODUCTION potential to empower industries in maintaining a minimal

churn rate, thereby strategically enhancing their business

The telecommunications sector has emerged as a centr@Perations.
industry in developed nations, but it faces a significant
challengé customer churn, where valuable customers switch? | ITERATURE REVIEW
to competitors. With technological advancements and
increased competition, telecaumpanies are exploring three Abdelrahim Kasem Ahmad employed a variety of machine
key strategies: acquiring new customers, upselling to currenfearning techniques, including XGBOOST, Random Forest,
customers, and prolonging customer retention [2]. To do thisand Decision Tree, to assess their performance. Through this
effectively, they rely on data encompassing customeranalysis, it became evident that the Area Under the Curve
information over time. (AUC) served as a crucial mmgt for evaluating model
performance, with higher AUC values indicating superior
This study primarilcentersaround the utilization of tree  results. Remarkably, the XGBOOST technique yielded the
based and regressirased machine learning techniques and highest AUC value at an impressive 93%, surpassing all other
models to forecast customer attrition within the methods. This outcome highlights XGBOOST as the most
telecommunications sector. The Decision Tree algorithm andsyccesful approach for achieving the best results in
Logistic Regression take center stage in crafting acieffi Abdul rahimés study [ 1]
prediction model for customer churn [2]
Abhishek Gaur leveraged a range of machine learning
In today's fiercely competitive market, businesses musttechniques, including Logistic Regression, SVM, Random
constantly adapt and innovate, implementing new strategiesorest, and Gradient Boosting, to tackle the challenging task
and tactics to expand their global customer base for sustainegs predicting churn in the future. This comprehensive analysis
success. This article undertakes an exhaustive exploration ghyolved several critidasteps, such as feature selection and
various machinéearning algorithms applied in the prediction data division into training and testing sets. The AUC value was
of customer attrition within the telecommunications found to be 84%, Significantly, the results unveiled that
industry[3]. It rigorously categorizes and evaluates thesegradient Boosting emerged as the-fisforming technique,
research papers, scrutinizing their unique attributes, researchhibiting the highest AUC valudt stood out as the clear
methodologies, and specific machifearning approaches inner, delivering the most exceptional results among all the
employed. methods considered in Abhishek's study [10]

Within the context of Customer Relationship Management  Cv Krishnaveni and AV Krishna Prasad's research delved
(CRM), the system incorporates modules for Gi®eBing, into diverse churn categories while crafting distinct predictive
Up-Selling, Customer Retention, and New Customer models. Employing an array of methodologies, including
Acquisition. CrossSelling strategies aim to target customers pecision Tree, Random Forest, and XGBOOST, they
who typically do not purchase particular product and conducted extensive Exploratory Data Analysis (EDA). This

aCtively promote |t to them [4] On the other hand, CU.Stomerencompassed tasks like addressingique values and
Retention strategies primarily revolve around preserving andmanaging missing data.

nurturing the existing customer base within an organization.

The emergence of innovative algorithms has ushered in
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Their findings unveiled that XGBOOST outperformed the
other techniques, providing the highest accuracy.
Consequently, they concluded that, in comparison toprimary objective of predicting churn customers. Furthermore,
alternative approaches, XGBOOST emerged as the mostve observed commendable performance from Gradient
suitable model for their churn predictiendeavor$s]. Boosting, LGBM, and RF algorithms, reinforcing their
viability in our experimental context [12].
In this research paper, two distinct datasets were
meticulously examined. The IBM Watson dataset, comprising The ultimate selection of parameters for the XGBoost
7033 observations and featuring 21 attributes, and themodel was meticulously crafted, prioritizing the attainment of
cell2cell dataset, encompassing a substantial 71,04%he highest achievable accuracy, which hovered around 80.5
observations and 57 attributes, werethbsubjected to  percent. This process involved a meticulous tuning of each
visualization using the Orange software. [4] parameter, with an add layer of refinement through the use
of grid search to fingune these parameters further.
The primary objective of this study was to identify the Interestingly, a new introduced a novel model into the
most accurate predictive model for churn prediction within the equation, the resulting accuracy, while marginally superior,
telecom domain while also pinpointing the key factors driving still remained in close proximity to that achésl by a logistic
customer churn. To achieve this, the researchers implementeskgression model [9]
three predictie models, namely Naive Bayes, SVM, and
decision tree, using the Matlab platform. The performance of The domain of telecom churn prediction has emerged as a
these models was rigorously assessed using the Area Undelynamic and evolving field of research, addressing the crucial
the Curve (AUC) metric. Remarkably, the AUC values for the objective of retaining valuable customers. In recent times,
IBM dataset were found to be 0.82, D.&nd 0.78 for Naive there has been a notable surge in the application of various
Bayes, SVM, and decision tree, respectively. On the othermMachine Learningnodels to diverse telecom datasets, both in
hand, for the cell2cell dataset, the AUC values stood at arthe public and private domains. This article seeks to contribute
impressive 0.98, 0.99, and 0.98 for the same models [4] by offering an extensive survey of the array of machine
learning techniques employed within the timeframe spanning
Notably, the AUC achieved through the SVM algorithm from 2000 to 2018.
surpassed the results of prior studies, signifying its
effectiveness in churn prediction [4]. Furthermore, the  Furthermore, this paper delves into the landscape of
research revealed that churned customers exhibited commoavailable public and private telecom churn datasets while
service patterns, suggesting thelecom companies have the shedding light on the major challenges faced within the
potential to identify predictive factors and proactively retain telecom industry. It is noteworthy that a significant upswing in
their customer base. standard research paperccurred in 2017 and 2018,
indicating heightened interest and activity in this field during
Based on analysis of the AUC values calculated, the mosthose years.
accurate model appears to be gradient boosting, with an AUC
score of 84.57%. The ROC curve provides valuable insights Presently, hybrid ensembles have gained substantial
into the balance between sensitivity and specificity in our popularity due to their enhanced predictive capabilities and
model's performanceSensitivity measures how effectively significant relevance. It provides a comprehensive summary
the model identifies positive examples, while specificity of the various churn prediction endeavors undertaken from
gauges its ability to correctly classify negative examples . To2000 to 2018, encapsulaginthe evolving landscape of
elaborate on AUC, it represents the area under the ROC curvaesearch in this domain [6].
and it quantifies the probabilithat our classifier will rank a
randomly selected positive instance higher than a randomly In the competitive telecom industry, preventing customer
chosen negative one. Therefore, with an AUC score ofchurn is a top priority for CRM. Researcharginvestigating
84.57%, gradient boosting emerges as the method that excethe factors behind churn and how to address them, often using
in distinguishing between positive and negative imsts, decision tree modelsThe research developed a churn
making it the most accurate model in our evaluation [10]. prediction model, outperforming others, especially when using
deep learning like CNN, benefiting telecom companies. In the
The findings stemming from our study unveiled that future, we aim to enhance predictions with advanced methods
LGBM and XGBoost exhibited the highest levels of accuracy, like sentiment analysis and Al, and stuelyolving churned
standing at an impressive 95.74%. Following closely, the RFcustomer behavior for trend analy$8].
algorithm achieved the secohijhest accuracy rate,
registering at 95.38%. Notably, GBoost demonstrated
exceptional performance across a spectrum of evaluation
metrics, including precision, recall, specificity, geometric
mean (gmean), ROC score, and Matthews Correlation
Coefficient (MCC). Consequently, it is evidetthat the
XGBoost clasifier emerged as the optimal choice for our
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Figure 2. Dataset Distribution in Churn Prediction Studies

datasets have been leveraged to develop predictive models and

gain insights into customer behavaord attrition trends
3 RESEARCH PAPER STATISTICS

Developing an efficient and effective customer churn 4 RESEARCH PAPER ANALYSIS

prediction model is a fundamental requirement for companies. This table presents a comprehensive overview of various
Various modelling techniques are employed to forecast P P

customer churn across different organizations. Figure 1churn prediction models discussed in the referenced papers.

illustrates the distribution of research papers and techniques irﬁuz]ugl";rfsan d thtehi(ra rg]%?g(sj’ at(tfl:rra((::?é;eSF)rgCSjlinng ;gzzaerr::%eers
this field. Below, we present a summary of customer churn ' P P 9

prediction models/techniques, with a focus on the mostglnedsepramcé'é'ggerisn \/tﬂléjagl)emglxstlgg;stg;é%otge fuesrtfg;]”é?ngﬁu?;
commonly utilized métods: LR, DT, SVM, and RF, each

with distinct contributions to churn prediction prediction.
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